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IITM-ESMvV3
GFS Tco ~67 km
MOM4 ~25 km

SIS + Noah + LULC
+ Aerosol + BGC

Plan

Climate and
Decadal
Projections

Multi-physics framework:

GFS + MOM4 + SIS + Noah

Ready

Seasonal
forecasts

Monsoon Mission Coupled
Forecast System version 2.0
(MMCFSv2)

GFS-SL ~38 km
MOM®6 0.5° x 0.25°
ICES

ERPv2

~50 km

Short-Range
EENS

BharatFS ~6 km

Triangular Cubic-
octahedral based GFS



We are trying to
use Al to develop
applications

Reach out to the citizens for
proactive early warnings

Requirement for sub km-scale
forecasts

Provide agricultural advisories

Develop applications which
are not yet supported by
dynamical models - e.g.
stubble burning, landslides

Develop Hybrid models
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= Mausam GPT

Online

®  This is MausamGPT Please ask
weather-related questions like
temperature, rain, forecast, etc.
06:05 PM o)
What is the weather today? [l
06:05 PM
®  The weather today is mostly sunny with a
temperature of 34.68°C. There is no
precipitation.
06:05 PM <)
Considering tomorrow's weather in Pune, 2
give me the precipitation details to take
into account
06:05 PM
@

Tomorrow's precipitation in Pune is 0.0
mm. The precipitation rate is 0.0 mm/h.
06:05 PM o)

Type your message... (Shift+Enter for new line)

o Tap to speak Simulate Voice Input

MausamGPT

“Mausam” is Hindi
word for Weather




. . s MausamGPT o I .
| recommend checking a different source & eatner pssstan 3L Weather Assistant
or waiting for an updated forecast closer What will be the weather like in Pune in
to your trip for a more accurate idea of EEER TSR
the weather in February. S 7-Day Forecast
3:10 pm ) @ & happy to help you with the weather TOday 320 26°

forecast, but | have to inform you that
the provided data is for April 18th and

19th, 2025, not Febru:ary. Based onAthe Tue 31 o 27°
) ° current data, today will E)e sunny with
Can | sow wheat now in Pune? — e e e e
reeze. Tomorrow, the temperature will o °
. dip slightly to 33.56°C with a similar wind Wed 29 26
3:1 0 pm pattern. Since | don't have February's data,
I recommend checking a different source
or waiting for an updated forecast closer Thu 28 ° 2 5 °
to your trip for a more accurate idea of
"\'. . . the weather in February.
The current temperature in Pune is 310pm @ B Fri 30° 26°
34.68°C and it is expected to be 33.56°C
. . o o
tomorrow. Considering the temperature 9 Sat 31° 27
and no precipitation forecasted, it might y "
BRI g o Sun 33° 28
not be the hest time to sow wheat as & [ Askabout weather..
. and no precipitation forecasted, it might
39 R ATUHTE haT I8 (Voice) L .
not be the best time to sow wheat as
thslwelathe:forecast for. Please specify a for Wheat durlng the Wlnter Season' k k b ) h |
ke : € Mausam Ke pbare mein poocno!
311pm @ B typically from October to February, when P

3:08 pm D) B

: temperatures are cooler.
- 3:10 pm D



Heavy rains are

expected this Mausam GPT Workflow on a non Smartphone
week; you may

wait for one week.

A

Whether to Tk \ (Retrieval Augmented
akes query as text, .

sow Wheat Voice to Text | processes it to extract Generation)

and

Text to Voice mformaqon _suCh . l?cat}on Framework@
engine and specific information in the

query

this season?

Combines query

® J with Forecast and

possible action information

\ and prepares a prompt
Welcome to
@ MausamGPT, press 1 @

to obtain weather @

related information!

N ric to Text Engi
GFS/Fourcastnet/Graphcast LTSRS O S SRt L Language

Model

Mausam GPT
Workflow

e o]
Weather forecast model e — m Large
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Mausam GPT
Workflow

Weather forecast model
GFS/Fourcastnet/Graphcast

Voice to Text
and

Text to Voice
engine

Takes query as text, \

processes it to extract
information such as location
and specific information in the

query @ j

Mausam GPT Workflow on a non Smartphone

(Retrieval Augmented
Generation)

Framework@

Combines query

with Forecast and

possible action information
and prepares a prompt

Numeric to Text Engine

Vector Database




Large Foundation Models for Weather and Climate
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In March 2018 Congress authorized an additional $10billion to be used for reimbursements
related to repacking and directed that a portion of the additional funds be usedto

that are required to
modify their facilities on a temporary or permanent basis to accommodate changes made

bytelevision stations being repacked as well as for consumer education efforts.
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An overview of large foundation models for weather and climate, Left: Foundation Models specialized in weather
and climate time series (including time series, spatio-temporal series, video streams, etc.), Right: Foundation Models
specialized in climate-related text data.
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‘.v«""'J‘inter ministerial cloud ' MausamGPT will sit in the centre and coordinate all

[~ datainfrastructure) / the sub-models for creating the response.

T~ L The Al agents, like crop model, can be integrated to
MausamGPT using Model Context Protocol.

Conventional Physics Informed NN
Machine Learning (PINN)
Complete data Data + Physical Laws
driven approach Requires less data

\ - API:

Multi models
Mausam GPT — "  Trained
Framework models
Digital Twin Nar Inferences
> Digital Twin take a lot of
Atmospheric model Data GPU-CPU
| ! compute and
! | memory
Land model Cloud API:
— > Inter institutional

Greenhouse gases data access

emission model




The Arka and Arunika HPC

ARKA

y
’ 36 Compute Node Racks: Hosting 26 GPU Nodes: Featuring NVIDIA Memory Powerhouse: Over 773.37
3,021 CPU nodes equipped with A100 GPUs, specifically designed TB of memory to handle extensive
-y ‘ AMD Milan 7643 processors, each for  high-performance  parallel simulations.
offering 48 cores at speeds up to computing.
' 3.60 GHz.
DISOLAR
)N ARUNIKA

Peak Performance of 11.77PF and dedicated 1.9PF for Artificial
https://arka.tropmet.res.in/Arka/introduction.html Intelligence research

https://nwp.ncmrwf.gov.in/computing/hpc-systems



https://arka.tropmet.res.in/Arka/introduction.html

Harnessing deep learning for forecasting fire-burning locations

and unveiling PM, s emissions .
. Fire ( Data:
WEERRTET | FINN, NOAA, ERAS

Sushrut Gaikwad'- - Bipin Kumar'® . Prafull P. Yadav'-® - Rupal Ambulkar'’ - Gaurav Govardhan'® .
Santosh H. Kulkarni® - Rajesh Kumar* - Dilip M. Chate? - Narendra Nigam' - Suryachandra A. Rao' - Sachin D. Ghude'

Fig.5 Ground Truth vs. forecast
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Thank You

Questions??

12/3/25




